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Cluster File Systems, Inc.Cluster File Systems, Inc.

 History:History:
 Founded in 2001Founded in 2001
 Shipping production code since 2003Shipping production code since 2003

 Financial Status:Financial Status:
 Privately held, self-funded, US-based corporationPrivately held, self-funded, US-based corporation
 no external investmentno external investment
 Profitable since the first day of businessProfitable since the first day of business

 Company Size:Company Size:
 40+ full-time engineers40+ full-time engineers
 Additional staff in management, finance, sales, and administration.Additional staff in management, finance, sales, and administration.

 Installed Base:Installed Base:
 ~200 commercially supported worldwide deployments~200 commercially supported worldwide deployments
 Supporting the largest systems in 3 major continents [NA, Europe, Asia]Supporting the largest systems in 3 major continents [NA, Europe, Asia]
 20% of the Top100 Supercomputers (according to the November 20% of the Top100 Supercomputers (according to the November ‘‘05 Top500 list)05 Top500 list)



Lustre TodayLustre Today

 Leader in Performance File SystemsLeader in Performance File Systems
 Performance: Client & ServerPerformance: Client & Server
 NetworksNetworks
 EfficientEfficient

 Stable; RobustStable; Robust
 Broadly SupportedBroadly Supported
 Growing in UsageGrowing in Usage……



CFS 2005 GrowthCFS 2005 Growth

 Transition YearTransition Year
 User Growth  - Order of MagnitudeUser Growth  - Order of Magnitude

 20% of Top 10020% of Top 100
 Growing acceptance in commercial usersGrowing acceptance in commercial users

 Partner GrowthPartner Growth
 Expanding Partner BaseExpanding Partner Base
 Lustre emerging as industry standard:Lustre emerging as industry standard:

Western ScientificWestern ScientificSunSunScaliScali

HPHPGridcoreGridcoreDellDell

NovellNovellLinux Linux NetworxNetworxHitachiHitachi

Liquid ComputingLiquid ComputingHCL (HCL (indiaindia))And growingAnd growing……..

DataDirect NetworksDataDirect NetworksCrayCrayBullBull



User Profile: Primarily High-End HPCUser Profile: Primarily High-End HPC



Target VerticalsTarget Verticals
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High End requirements will drive development of more
enterprise features…



Enterprise + High-End: SymbiosisEnterprise + High-End: Symbiosis

Lustre v1.6

Lustre v2.0

Lustre v3.0

Enterprise Data Management
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• Online Server Addition
• Simple Configuration
• Kerberos
• Lustre RAID
• Patchless Client; NFS Export

• 5-10X Metadata
Improvement

• 1 PFlop Systems
• 1M files/s
• 30 GB/s file
• 1 TB/s

• Pools
• Lustre Metadata
to handle all
types of I/Os

• HSM Integration
• Proxy Servers
• Disconnected Pools

• 10 TB/s
• 30 GB/s Clients

Lustre v1.4



The Lustre User GroupThe Lustre User Group

 Opportunity to enable an emerging standardOpportunity to enable an emerging standard
 ContributionContribution
 Out-bound CommunicationOut-bound Communication
 Feedback MechanismsFeedback Mechanisms



2006 & beyond2006 & beyond

 Petascale Petascale FocusFocus
 Universal HPC UsageUniversal HPC Usage
 Scalable storage for broad applicationScalable storage for broad application

 Not a Not a swiss swiss army knifearmy knife……yet.yet.


