
These are notes from the Sun Lustre Center of Excellence (LCE) at Oak Ridge 
National Laboratory, held February 7-8 in Burlington, Massachusetts.  
 
The meeting vision, expected outcomes, agenda, and attendees are listed 
immediately below, and then notes follow.  
 
Contact the editor of these notes Daniel.Ferber@lustre.org with corrections and 
additions.  
 
 
The Meeting’s Vision 

• Create a far-reaching, strategic vision to bring Lustre to the next level for 
high-end HPC customers  

• Get feedback from the 10 biggest Lustre sites in the world and  from 
strategic partners on how Lustre needs to evolve the next 5-10  years  

• Guide Lustre to support hundred Petaflop systems with thousands of 
storage servers managing an exabyte of data 

 
The Meeting’s Expected Outcomes 

• Engage the Lustre HPC community in visionary discussions about the 
future of the technology sites to communicate where they're going and 
what they need from  Lustre  

• Establish a community road map for Lustre in HPC in the next 5 years  
• Advise the Lustre community on Sun's own plans for Lustre in the next 5 

years 

 
Agenda - Thursday February 7th 
 

• Meeting Welcome and Purpose 
8:30am-8:45am, Peter Braam  

 
• Meeting Logistics 

8:45am-9:00am, Dan Ferber 
 

• Introduction and Lustre Key Strategic Topics  
9:00am-11am, All 
Each customer/partner will introduce themselves and talk to one slide, in 
very briefly reviewing their top 3 topics.  

o 10 minute (timed) for each customer/partner.  
o If there are multiple attendees from a specific customer or partner, 

they should present as one team, and fit into the single time slot.  
 



• Break 
11am-11:30am 

 
• Lustre Key Strategic Topics (continued) 

11:30am-12:30pm, All 
 

• Lunch (at onsite Sun Cafeteria), 1 hour 
12:30pm-2:00pm, (Each person pays for their own meal)  
  

• Discuss Highest Ranked Topics, in Order of Ranking 
2:00pm-4:30pm, All 

 
• Dinner at Bedford Glenn Hotel* (See note below) 

7pm 
 
 

Friday February 8th 
 

• HSM at CEA, Special Topic 
8:30am-9:30am, Jacques-Charles Lafoucriere 

 
• Discuss Highest Ranked Topics, in Order of Ranking (continued) 

9:30am-10:30, Discussion 
 

• Break 
10:30am-11am 

 
• Discuss Highest Ranked Topics, in Order of Ranking (continued) 

11am-12:30pm 
 

• Lunch 
12:30pm-2pm, (Each person pays for their own meal) 

 
• Meeting Summary 

2pm-2:30pm, Eric Barton 
 

• Meeting Close and Final Comments 
2:30pm-3pm, Peter Bojanic 
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Peter Braam Introductory Comments 
 

 
 
 



Peter Braam Introductory Comments – Lustre at Sun 
 

  
 
 

 



Peter Braam Introductory Comments – Lustre at Sun  
 

 
 

 
 
 



Peter Braam Introductory Comments – Lustre at Sun  
 
 

 
 
 

 
 
 
 



Peter Braam Introductory Comments – Lustre Deployments 
 

 
 

 



Peter Braam Introductory Comments – Vision (not commitments) 
 

 
 
 



 
Peter Braam Introductory Comments – Vision (not commitments) 
 

 
 



 
Peter Braam Introductory Comments – Vision (not commitments) 
 

 
 

 



Peter Braam Introductory Comments – Vision (not commitments) 
 

 



Peter Braam Introductory Comments – Vision (not commitments) 
 

 
 



Peter Braam Introductory Comments – Vision (not commitments) 
 
 

 
 



Peter Braam Introductory Comments – Vision (not commitments) 
 

 
 



Major Themes of Importance 
Presented by Each Customer or Partner 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
• Discussion Comments 

o Large config management, hard to debug failures, especially double 
failures 

o Decrease recovery time before a restart 
o WAN – share data over distributed community 
o Security applies to all these topics 

   
 



Customer and Partner Strategic Priorities 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
• Discussion Comments 

o 10x growth every 4 yrs. 
o Multi-cluster compatibility, interoperability is key, don’t want to use 

pNFS 
o Open disk choice 
o Need to know the Lustre roadmap – not necessarily Sun’s corporate 

roadmap 



 
 

o Pascale from Bull 
 Large config management, hard to debug failures, especially 

double failures 
 Decrease recovery time before a restart 
 WAN – share data over distributed community 
 Security applies to all these topics 

o JC from CEA 
 10x growth every 4 yrs. 
 Multi-cluster compatibility, interoperability is key, don’t want 

to use pNFS 
 Open disk choice 
 Need to know the Lustre roadmap – not necessarily Sun’s 

corp roadmap  
o Cray – Jim Harrell 

 Production quality, problem analysis is important 
 Be able to track performance profile over time 
  

 
 

 
• Discussion Comments 

o Production quality, problem analysis is important 
o Be able to track performance profile over time 
o Need to know transaction rates based on hw/sw 
o Where is Lustre going? Focused still on HPC? 

 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
• Discussion Comments 

o Windows client, Active Directory enabled, works in the data center 
o Need HSM solution – CEA solution needs to be Sun supported 
o Replication (SRD-type availability) 
o Monitoring 
o Client on Server = SAN clients 
o Sun’s Samba doesn’t support AD. Bojanic says we still recommend 

using Linux based Samba.  OSR will be doing the native Windows 
client, will talk to them about Active Dir capability. 

 
 
 
 
 



DoD 
 

• Performance for large and small files 
• Reliability 
• Recovery of MDS after a crash. 
 
 
• Discussion Comments 

o Interested in scalability and data integrity 
o How long to reload  
o Reliability – T10 DIF –equivalent – 10x17 read error bit – 10x28 

undetectable or mis-corrected errors 
o Don’t want to spend time on repairs, don’t bring system down. T10 DIF 

sets the standard.  
o Is ZFS is as good or better than T10 DIF? Some thought so. Sun will 

review with Henry.  Sun not interested in special disks with error 
correction.  See a push toward commodity storage.  Need agreement 
on requirements and specifications. 

o Don’t care how the requirement is satisfied, T10 DIF or other is fine. 
o Do we need to point to the error? Yes.  ZFS only points to error on the 

server. If client reports error without pointing to error, this is not good.  
Diagnosis vs. checking could be an issue. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Text 
 

• Discussion Comments 
o 1 Trillion files, 32K file creates/sec, 10K md ops/sec, lots of ls –l, 

30GB/sec from one client, 30K nodes 
o Roadmap visibility is important, quality and schedule are important 
o Must be POSIX compliant, maybe the Posix std should be changed  
o No Benchmarking Tricks.  DARPA wants linear, predictable 

scalability 
o Quality and schedule are harder than meeting the scalability 

targets. There is no change with the Lustre relationship with the 
Linux community.  

 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

• Discussion Comments 
o Lots of FPP applications. Need better MDS performance 
o Cores aren’t getting faster. Need more parallelism 
o ZFS is high priority, but can’t go backwards on performance 
o Admin is important. Free space management. 
o RAS is key. We don’t want the 3am calls! 
o Lustre RAID would be great. Don’t want to rely on failover 
o Need QoS -  one viz guy can impact everyone.  Will get one 

straggler node 
o Even if knobs are available, how to use the controls?  Make it 

automatic 
o L-RAID 2 years ago would have been good. Re-evaluating in light 

of the new SAS shared storage. Low cost JBODS w/ SAS 
interconnects which is shared failover capable storage. Not a 
simple feature to get right, or make it perform. Will need read-
modify-write scenarios in every job. 

o Lack of ZFS fsck can be a big problem. This is in the roadmap, but 
would not needed very often.  Would be online. 

o QoS – how to solve fairness issues (political when dealing with 
multiple cluster users) 

 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

• Discussion Comments 
o 3 domains (clusters) all share data. Each domain has (vis, 

compute, archive) 
o Does mixing file system and archive system reduce the reliability? 
o Reliability is key.  Rely on fs always being there. 
o Must support staged upgrades. 

 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
• Discussion Comments 

o 100K clients, storage pools, good performance on non-block 
aligned IO 

 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

• Discussion Comments 
o Global features, caching and data migration 
o 10Gbs – 100s TB / site 
o Infiniband over WAN – uses Yotta Yotta 
o Windows client (XP, Vista) 
o WAN performance – using OFED 
o CAC – common access card – Kerberos is a path to PKI 
o Data in sync – hi-res vs lo-res based on user’s nationality 

 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

• Discussion Comments 
o Community driven development model – keep Lustre open 
o Congestion management – need LNET improvements 
o Need better security model – can’t always ‘trust your client’ 

 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

• Discussion Comments 
o Have hi-speed instrumentation machines – need native Windows 

clients or high performance gateway.  
o Have MD bottlenecks – scaling/robustness issues – 25MB/s per 

Gigaflop 
o Remove security holes – can one group compromise another 

group’s data 
o WAN support – adapt for hi-latency, need production capable hi-

bandwidth 
o Multi-institution ACLs 
o Ultra-wide striping support 
o 3K OSTs 126GBps Read perf. Only as fast as the slowest device; 

migrate out slow or failing devices 
o Will have 25K disk drives soon.  
o HSM – need secondary copies of data.  DoE lab doesn’t control 

what goes in the data center.  Need HSM to work with lots of 
devices. 

 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

• Discussion Topics 
o WAN – PSC funded by NSF Teragrid. Authentication and User 

account mgmt 
o Don’t want to be nailed down to a specific HSM 
o Zest – integrate this with Lustre.  Write-only FS.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

• Discussion Comments 
o Would like to see Lustre appliance. 
o Better failover, human readable error messages 
o Data integrity, ZFS looks promising, 300TB fsck took 15mins 
o L-RAID is important, part of appliance story.  Might take perf hit, but 

that’s ok to a degree 
o Would like native Windows client 

 
 
 
 
 
 

  
SNL's top three priorities: 
 
- storage technology and Lustre (new disk storage; flash; etc) 
- ultra-large configurations and how to support them (e.g. 5000 OSTs) 
- data Integrity at the petascale to the exascale  
  
Bonus item:  
- Lustre on other platform (Windows, Macintosh, etc.) 
  



Consolidated and Ranked Topics 
Rankings are only for the purposes of ordering the discussion. We all recognized 
that all topics were highly important.  
 

 
 
 
 
The group then went back and talked in more detail on the above items, in this 
order. Those notes follow.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

System and Filesystem Administration (includes Usability)
Improved support for multi-clustered environments (including QoS)
Data Integrity
Evolve Lustre towards a more community driven development model 
Support for Very/Ultra-Large Large Clusters and WAN
Production Quality Lustre
Multi protocol version/release support
Security
Information Lifecycle Management and HSM Functionality 
Backup/Restore capability 
Performance Improvements
Usability of Lustre
Get rid of Meta-data bottlenecks 
HPCS Requirements
Production high-performance, high reliability windows/other OS support 
Lustre and parallel IO middleware 
External Storage Flexibility, and New Storage Support
Wide Area Center of Excellence
Production ultra-wide striping support 



 
 
System and Filesystem Administration (includes Usability) 

 
• Discussion Comments 
• Free Space Management 

o Need to drain an OST 
o Rebalancing of existing files  
o PNNL wants to fill one OST at a time. 
o PSC questions how important this is relative to the other topics 
o Sandia says running out of space kills jobs at inopportune time 
o Andreas says Lustre could provide the low level verb, but users 

should script the daemons to manage each sites policy  
o Need to drain OSTs, for a variety of reasons 
o Instrumental says Harriet Coverston is already doing this 

• Need better diagnostics 
• NERSC monitors network traffic to determine if an OST has gone silent 
• Bojanic – how many people use LMT?  ORNL does.  Maybe it would be 

used more if it was in a Lustre rpm.  LMT is too specific to LLNL and 
Chaos – Sandia concurs.  LMT maintainers at LLNL were lost in budget 
cuts.  

• CEA – SNMP support should be extended.  /proc is moving to .lustre.  
Need a single SNMP daemon to collect all information.  Andreas – not 
many people ask for SNMP.  CEA – Lustre should do instrumented data 
aggregation.  Big problem is straggler.  Need an easy way to find this out.  
Need tools to find slow hw, processes, etc.  

• Could use grad students or luster.org community to build off hooks in 
Lustre. 

• NERSC uses Cacti.  Others have mentioned Ganglia, CollectL 
• Multi-cluster management is also an important topic 
• NERSC doesn’t always like Kerberos – too hard to implement. Want a 

lighter weight solution. 
• NERSC – might need multiple plug-in modules and policies for different 

cases within one site 
• NERSC doesn’t use firewalls. Uses intrusion detection. Systems don’t 

trust each other. 
 



 
System and Filesystem Administration (includes Usability) - continued 
 
 
Failover recovery discussion comments 

• GPFS has bullet proof recovery.  Needed at OSS, OST level, transparent 
to users.  Controllers, switches, line cards, servers are all types of failures.   
12K nodes – 200 days w/o user visible failure. 15 second failover.  A 
function of how tight heartbeat is set.  Only lost data once in 2 years.  

• Data integrity was on many lists in the morning.  
• In 1.6.1 checksum is on, 1.6.2-4 is off. 1.6.5 will have it on again. Will have 

checksum from write request to disk. 
• There are tradeoffs to check summing.  
• PNNL runs manual failover. CEA runs auto failover. Works most of the 

time.  LLNL doesn’t even run manual failover. Almost no one runs failover. 
Those that do usually run manual. 

• Double mount protection is critical to running auto Failover. 
• Parallel backup, high speed metadata scan with file sizes – no one else 

brought this up? Want to restore the directory and let HSM restage as 
needed. 

• HSM restore can’t use physical information from the failed file system. 
May need to remap/restripe data. 

• Backup is one snapshot.  HSM is many versions? 
 
 
 
 
 
 
 



Improved support for multi-clustered environments (including QoS) 
 
 

• Discussion Comments 
• Multi-Clustered Environments (w/ QoS) 

o Rolling upgrade requirements – are 2 Lustre versions 
simultaneously required? 

o It’s a problem to have to start with a 1.4 client to upgrade to 1.6 to 
get a client that can talk to a 1.4 server.  A clean install of a 1.6 
client can’t talk to 1.4   But there are common use cases that 
require this. 

o More than 3 versions of compatibility are needed. 
o Resources spent on compatibility are not working on new features. 
o Any 1.8 should work with any 1.6. 
o ZFS-CMD upgrade, LNET IPv6 are big looming change.  IPv6 

presents a wire format change.  This will require major work if we 
must interoperate between IPv4 and IPv6.  

o Lustre will negotiate features between client and server 
o Are routers dedicated?  Not always 

• QoS 
o NRS needs to be coordinated across servers. 

• Future HPC systems 
o Liblustre could be ported to new OSs 
o TCP can run over most interconnects.  This is a fallback strategy 
o Can Lustre-compatibility be specified in the procurements? 
o Can’t necessarily limit competition by specifying Lustre, especially 

now that Lustre is owned by Sun.  Could get into competitive 
conflicts. 

 
 
 
 
 
 
 
 
 



Data Integrity 
 

• Discussion Comments 
o lfsck improvements 
o May need to modify standards to get Lustre features supported 
o Customers need to know the cost to keep same level of 

performance 
o Lustre team should be able to do testing fairly soon 
o 25% performance hit would likely be too much.  Might have to look 

at other options 
o Lustre team will be able to improve ZFS, look at ext3 track record 
o All code needs to be parallel across cores, since core speeds are 

not increasing.  Checksums are a good example of this. 
o Integrity checking must be done in Lustre, since we support so 

many types of hw. Can’t just rely on exploiting one integrity feature 
of one vendor’s hw 

o Lustre RAID – performance and recovery issues.  There are 
substitute technologies.  Write coherence to RAIDed servers is the 
problem. 

o With failover issues, and we don’t know what disk environment 
looks like, LRAID is a nice option.  Addressing concerns about 
failover would help. 

o Have started architecting LRAID. Came up against issue of locking 
the stripes sequentially to avoid cascading abort problem.  This 
produces a performance problem.  Either abort problem or 
performance problem.  May need to put this on Lustre-devel.   

o Maybe hold a workshop on this. 
` 
 
 
 



Evolve Lustre towards a more community driven development model  
 
 
 
 

• Discussion Comments 
o Lustre should leverage larger community  
o Trying to get Livermore’s patches back into code tree. 
o Need joint copyright assignment in order to do this 
o The controller of the code has to be able to redistribute it.  That’s 

why joint copyrights are needed. 
o Do not want to be forced into a change like ZFS without some 

community discussion. 



Support for Very/Ultra-Large Large Clusters and WAN 
 
 

• Discussion Comments 
o Need to use proxy servers to  
o Must be thinking about scaling to 100K+ clients 
o Need a Collectl project at ORNL 
o Recovery protocol between MDS and 1000’s of OSSs will not scale 
o The pinger may have some scalabilty issues. 



HSM 
 
 

 
 

 
 



 
 
 

 
 
 
 



 
 

 
 
 

 
 
 



 

 
 
 



 
 
 
 

 
 
 



 

 
 

• Discussion Comments 
o CEA HSM solution will store Lustre files by FID in HSM system.  

Lustre will need to store HSM FIDs with each file. 
o Braam pointed out that extended attributes to store HSM FiDs, 

striping info, etc need to be common across file systems. 
o How to restore from HSM if it doesn’t have a copy of the file system 

name space? 
o The scanner tool should be changed to use the LLOG for LRU file 

info. Could have HSM policies based on size or age. LRU is not 
sufficient. 

o NRL is getting changelog that could be used as a fast query tool. 
o Another policy dimension.  Users to create their own policy?  A new 

mechanism is needed to implement user policies. Need database, 
not config files.   

o Don’t have backup/restore use cases.  Need to define these.  
o ORNL needs to review HLD.  They may want to contribute to some 

of the development 
o JC: space manager, policy database – could use help here. 
o Anyone can add use cases to arch wiki. 
o JC to summarize use cases.  



  
Meeting Thoughts – Eric Barton 
 

 
 
 
 
 
 
 
 



Meeting Close – Peter Bojanic 
 
 

 
 
 

 

 
 
 



 
 

 

 
 



 

 
 

 


